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Summary

Context and objectives

m Automated synthesis of fixed-point programs

— particular case of matrix multiplication
— work done within the french ANR DEFIS project (http://defis.lip6.fr)
— targeting critical systems

m Tight code size
— targets embedded systems and FPGAs: constrained in terms of chip area

m Certified accuracy bounds using analytic approaches
— contrarily to simulation based approaches

Achievements

= Novel tradeoff algorithm for the synthesis of matrix multiplication

— up to 50% code size reduction for some benchmarks
—  while satisfying the accuracy criterion
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Statement of the problem

Inputs
= Two matrices A and B of interval fixed-point variables

AeFix™" and BeFix™P

m A bound %4 on the roundoff error

® A bound %> on the code size
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BN
Statement of the problem

Inputs
= Two matrices A and B of interval fixed-point variables

AeFix™" and BeFix™P

m A bound %4 on the roundoff error

® A bound %> on the code size

Output
m Fixed-point code (C, VHDL, ...) that evaluates the product

C'=A-B, where AcA and B'eB
that satisfy both €4 and 6>

m Accuracy certificate (verifiable by a formal proof checker)
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Outline of the talk

1. Background and straightforward approaches

2. A novel tradeoff algorithm for the synthesis of matrix multiplication codes

3. Experimental results

4. Concluding remarks and future work
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Outline of the talk

1. Background and straightforward approaches
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Background on fixed-point arithmetic

m Principle: interpret bit packets as integers coupled with an implicit scale factor

ap la,1

Integer part Fractional part

as as as a a-p

a_g | ~» Qs 3 variable

A. Najahi (DALI UPVD/LIRMM, CNRS, UM2) Code Size and Accuracy-Aware Synthesis of Fixed-Point Programs for Matrix Multiplication



Background on fixed-point arithmetic

m Principle: interpret bit packets as integers coupled with an implicit scale factor

ay | a3 | a | a | a la,1 ap|as | ~» Qs 3 variable
Integer part Fractional part
Addition Multiplication
m The operands have to be in m The product of a Qy, variable by a Qy ), variable
the same fixed-point format yields a Q. x,w+y Variable
DODIEEED DODITEED
T 3 7 1 2 2 e o 3 Y Y 2 e
[e[or oo foafefosfondles] [T [ oo for[ecefoa]o-ule-siecsiecrioelo-aboraiorn
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Background and straightforward approaches

How to implement matrix multiplication?

Using floating-point numbers (C like syntax)

int main ()
nt i,3,k;
float A[N][N]={...}, BIN][N]={...}, C[N][N]={0,...,0};
or (i =0; i <N ; i++
or (j = 0; 3 <N ; j++)
for (k= 0; k <N k++)
Cli][j1+=A[i1[k]I*B[k]I[]]; /* This inner loop computes the dot-product of row i and column j */
}

What makes the problem harder in fixed-point?

B Intermediate computations depend on the input variables range and computation scheme

m Contrarily to the floating-point arithmetic, the programmer is in charge of:
> overflow prevention, alignments, optimization of integer part lengths

~ requires the estimation of the dynamic range of intermediate variables
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Background and straightforward approaches

Straightforward algorithms

Accurate algorithm

m Main idea: a dot product code for
each coefficient of the resulting
matrix

Accurate algorithm
Inputs:
Two matrices A€ Fix™*" and B e Fix™*P
Outputs:
C code to compute the product A- B
m- p accuracy certificates
Steps:
1: for1<i<mdo
2: for1<j<pdo

& DPSynthesis(A,,:, B. ;)
4: end for
5: end for

6: Check 61 and 6>
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Background and straightforward approaches

Straightforward algorithms

Accurate algorithm

m Main idea: a dot product code for
each coefficient of the resulting
matrix

Accurate algorithm

Inputs:
Two matrices A€ Fix™*" and B e Fix™*P

Outputs:
C code to compute the product A- B
m-p accuracy certificates

Steps:

1: for1 <i<mdo
2: for1<j<pdo

& DPSynthesis(A,,:, B. ;)
4: end for
5: end for

6: Check 61 and 6>

Compact algorithm

m Main idea: a unique dot product
code for all the coefficient of the
resulting matrix

Compact algorithm
Inputs:
Two matrices A€ Fix™ ™ and B e Fix"™P
Outputs:
C code to compute the product A- B
1 accuracy certificate
Steps:
1: U =Ay,UA. U--UAm:, with % € Fix' "
2: ¥=B.1UB.pU---UB. p, with ¥ € Fix™*"
3: DPSynthesis(%,7V')
4: Check €1 and 6>
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lllustration through a toy example

Consider the product of the following two fixed-point matrices:

_ ([-1000,1000] [-3000,3000]\ . _([-2000,2000] ~[-2,2]
[-1,1] [-1,1] [-4000,4000] [-10,10]

Coefficient A1 A2 Azt Az Bi 1 B2 Bo Boo
Fixed-point format || Q21 | Qioao | Qozo | Qoao || Qurar | Quzo | Qogo | Chor
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Background and straightforward approaches

lllustration through a toy example

Consider the product of the following two fixed-point matrices:

_ [[-1000,1000]  [-3000,3000)| _ _([-2000,2000] ~[-2,2]
[-1,1] [-1,1] [-4000,4000] [-10,10]

Coefficient At | A2 | A1 | A2 || Big | Bi2 | By | Boa

Fixed-point format || Q121 | Qizzo | Qoo | Qeao Qiizt | Qsze | Qoo | Qa7

Accurate algorithm Compact algorithm
Dot-product A:Bi | AiBa | Ai-Bi | An-Be [ Dotproduct [ ;B [ A Bz | Aa: B | Ao Bz |
Evaluated using || DPCodes,s | DPCode,» | DPCodep 1 | DPCodes o Evaluated using DPCodes,»
Output format Qo6 Qig14 Q15,17 Q705 Output format Q66
Certified error =250 =21t =oals =loacl Certified error =295
Maximum error =20 Maximum error ~275
Average error =lonll Average error Eloa
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

2. A novel tradeoff algorithm for the synthesis of matrix multiplication codes
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Tradeoff algorithms

(30 a1 a2 03 a04) boo
(o a1 az a3 ai4) b1o
A=|(ag a1 ap a3 a4) B=| P20
(330 a1 a2 a3 as4) b0
(340 a1 asp a3 ass) e

Accurate algorithm:
(25 dot-product codes)

® ©

DPCode, (Ag,:,B.9)  DPCodeq 1(Ag,:,B.1)  DPCodeno(Ag. B.o)  DPCodeq3(Ag,:,B.3)  DPCodeq 4(Ag,: B 4)

o
DPCodeq, (Aj,.,B.0)  DPCodeq 1(Aq.B.1) DPCodeyo(Aq. B.2) DPCodey3(Aq. B.3) DPCodeq 4(Aq,.B.4)
2

DPCode3  (Ag3.,B.9)  DPCode3 (A3 B, 1)  DPCodeso(A

(
(

C=A-B=|DPCodep, (Az’:,B:Yo) DPCodep (A,
( :B.p)  DPCode33(Ag:,B.3)  DPCodess(Ag,:,B:4)
(

, (Ao, (Ao,
, (A4, (A4,
B.1)  DPCodes o(Ap.,B.2)  DPCodes 3(Ag.,B.3)  DPCodes 4(Ag.,B. 4)
) (A3, (Ag,
, (Aq, (Aq,

DPCodey, (A4,:,B.9)  DPCodes 1(As:,B.1)  DPCodeso(A4. B.p)  DPCodeq3(A4,.,B.3)  DPCodeg 4(As:,B. 4)
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

Tradeoff algorithms

400
40
A=||agg
a3
240

201
alq
a21
a31
an

a2
a12
a2
az2
a42

a03
a3
03]
a33
243

a4
a4
a4
a3
a4

DPCode( 0 (Ag,:» B:,0)

DPCode) 0(A1,:,B. )

C=A-B=

DPCodeo‘o(Az’: s B:,O)

DPCodeq o(Ag,:,B.,0)

DPCode(),(A4,:,B. 0)

DPCodey) o (A
DPCode) o (A
DPCode) o (A
DPCode) o (A3

DPCode) o (Ag

Compact algorithm:
(1 dot-product code)

o,:»B:,1)  DPCodeq o(Ag
1,0B,,1)  DPCodeq (A,
2,:B.,1)  DPCodeq (A,
,:»B.,1)  DPCodeq,o(Ag,
»B.1)  DPCodeq (A4

)

boo
b1g

b3g
b4

bo1
bqq
boy
b3y
b41

bo2
byo
bop
b3
b4

bos
by
bog
b3q
bgq

.B.2)  DPCode o (A
:'B:,Z) DPCodeo_o(A
.B.2)  DPCodeq o(A:
.B.2)  DPCode o (A:
.B.2)  DPCode o (A,

:'B:,G)
:-B:,S)
:-B:,S)
:rB:,S)
:*B:,3)

DPCodeq) o(Ap,
DPCode() (A1,
DPCode(, o (Ag,
DPCodeq o (A3,
DPCodeq) (A4,

:-B:,4)
:-B:,4)
:'B:,4)
:'B:,4)
:'B:,4)
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

Tradeoff algorithms

a0 a1 a2 a;g Ay
A=|(320 a1 d» a3 a4)
(a0 a31 a2 a3z ag4)
(340 a1 a2 as3 )

[ﬁoo apt a2  ap3 304]

Tradeoff algorithm:

(9 dot-product codes) i

DPCode( (Ag,:,B.,9)  DPCodeq {(Ag,.,B.1)  DPCoden (Ag,:,B.2)  DPCodep { (A

,:-B:,Z) DPCodey) 1 (A

:-B:,G) I:”-"‘-70"90,4(’40,:-B:,4)

0 ,
DPCode) (Ay,:,B.9) ~ DPCodeq 1(Aj,:,B,1)  DPCodep (A B.3)  DPCoden 4(Aq,.,B. 4)

2 »B.3)  DPCodep 4(Ap,:,B. 4)
DPCode3 ((A3,;,B. )  DPCodes 1 (A3 »B.p)  DPCodes {(Ag,

.B.1)  DPCodes (A3,

(49 (49
(A1 (A1

:,B:J ) DPCodep () (Agy:,B:‘z) DPCodep { (Az
(A3 (Ag,:B.;3)  DPCodes 4(Ag,:,B: 4)
( (

(

(
C=A-B=|DPCodep (Az’: s B:,O) DPCodep (A

(

(

)

DPCode( () (A4,:,B.9) ~ DPCodeq {(As,:,B.1)  DPCoden (A B.2)  DPCode q(Ag,

B.3)  DPCodep 4(Ag:,B: 4)
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Tradeoff algorithms

a0 a1 d2 a3 04
[610 a1 42 413 a14}
A=[(a0 a1 ap a3 axy)
(a0 a1 a2 a3z ag4)
(340 a1 a2 as3 )

Number of possible tradeoff algorithms

m The number of ways to merge k vectors is given by the Bell number %(k)

Number of vectors k || 8 | 5 10 16 20
Bell number 28(k) || 5 | 52 | 115975~2'7 | 10480142147 ~ 2% | 51724158235372 ~ 2°

— The total numbers of algorithms is given by %8(m)- %(p)

(m.p) (5,5) | (6.6) | (10,10) | (16,16) | (25,25) | (64,64)
Number of algorithms || 2704 | 41209 | ~23¢ ~ 266 ~2124 | x4
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

Distances

The Hausdorff distance dy
dy :Fix x Fix - Rt
dn(h, k) = max{)l_1—I3|,|F—E|}

Fixed-point distance

de :Fix xFix = N
dr (h, k) = |IntegerPart(ly) — IntegerPart(l)|

Width criterion
dw : Fix x Fix — RT
dw (h, k)= (’1 Ub-hu /2)
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Distances

The Hausdorff distance dy
dy : Fix x Fix — Rt
dn () = max{‘l_1—13|,|l1 %}

Fixed-point distance

dr :FixxFix > N
dr (h, k) = |IntegerPart(ly) — IntegerPart(l)|

Width criterion
dw : Fix x Fix — RT
dw (h, k)= (’1 Uk —h Ulz)

Example
Let A=[-3,1] and B=[2,4] with A in the fixed-point format Q3 29 and B in Q4 0g, We have:
m dy(AB)=5 m dr(AB)=13-4|=1 m dw(AB)=7
‘ =l : : : g £l : 7] R
' : : : b : | d(A,B) ‘
t { dw (A B)
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Closest pair strategy

Input:
Two matrices A€ Fix™*P and B e FixP*"
An accuracy bound €7 (ex. the average error bound is <€)
A code size bound 6>
A metric d

Output:
Code to compute A-B s.t. €1 and €6, are satisfied,
or no code otherwise
Algorithm:
10 Fa—1Ao,re Am—1,:}
2: Sg—1B.g,..., B, n-1}
3: while € is satisfied do

Accurate algorithm

Bo

4 (ua,va),da — findClosestPair(F4,d)

5 (u, vB), dg — findClosestPair(#g, d)

6: if dg < dg then

7: remove(ua, va, ¥4) 25 DPcodes
8: insert(uaUva, Sa)

9: else

10: remove(ug, vg, /p) % is satisfied
11: insert(ug U vg, ¥B)

12: end if

13: for (A,',Bj)E.SﬁA x g do

14: DPSynthesis(Aj, Bj)

15: end for

16: end while

17: /* Revert the last merging step, and check the bound €5. */
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

Closest pair strategy

Input:
Two matrices A€ Fix™*P and B e FixP*"
An accuracy bound €7 (ex. the average error bound is <€)
A code size bound 6>
A metric d

Output:

Code to compute A-B s.t. €1 and €6, are satisfied,

Bo

or no code otherwise

Algorithm:
1. S0 — Ao, Amet )

2: Sg—1B.g,..., B, n-1}
3: while € is satisfied do

4 (ua,va),da — findClosestPair(F4,d)

5 (u, vB), dg — findClosestPair(#g, d)

6: if dg < dg then

7: remove(ua, va, ¥4) 20 DPcodes
8: insert(uaUva, Sa)

9: else

10: remove(ug, vg, /p) % is satisfied
11: insert(ug U vg, ¥B)

12: end if

13: for (A,',Bj)E.SﬁA x g do

14: DPSynthesis(Aj, Bj)

15: end for

16: end while

17: /* Revert the last merging step, and check the bound €5. */
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

Closest pair strategy

Input:
Two matrices A€ Fix™*P and B e FixP*"
An accuracy bound €7 (ex. the average error bound is <€)
A code size bound 6>
A metric d

Output:

Code to compute A-B s.t. €1 and €6, are satisfied,

or no code otherwise

Algorithm:
1. S0 — Ao, Amet )

2: Sg—1B.g,..., B, n-1}
3: while € is satisfied do

4 (ua,va),da — findClosestPair(F4,d)

5 (u, vB), dg — findClosestPair(#g, d)

6: if dg < dg then

7: remove(ua, va, ¥4) 16 DPcodes
8: insert(uaUva, Sa)

9: else

10: remove(ug, v, /) % is satisfied
11: insert(ug U vg, ¥B)

12: end if

13: for (A,',Bj)E.SﬁA x g do

14: DPSynthesis(Aj, Bj)

15: end for

16: end while

17: /* Revert the last merging step, and check the bound €5. */
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

Closest pair strategy

Input:
Two matrices A€ Fix™*P and B e FixP*"
An accuracy bound €7 (ex. the average error bound is <€)
A code size bound 6>
A metric d
Output:
Code to compute A-B s.t. €1 and €6, are satisfied,
or no code otherwise
Algorithm:
10 Fa—1Ao,re Am—1,:}
2: Sg—1B.g,..., B, n-1}
3: while € is satisfied do

4 (ua,va),da — findClosestPair(F4,d)

5 (u, vB), dg — findClosestPair(#g, d)

6: if dg < dg then

7: remove(ua, va, ¥4) 12 DPcodes
8: insert(uaUva, Sa)

9: else

10: remove(ug, v, /) % is satisfied
11: insert(ug U vg, ¥B)

12: end if

13: for (A,',Bj)E.SﬁA x g do

14: DPSynthesis(Aj, Bj)

15: end for

16: end while

17: /* Revert the last merging step, and check the bound €5. */
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Closest pair strategy

Input:
Two matrices A€ Fix™*P and B e FixP*"
An accuracy bound €7 (ex. the average error bound is <€)
A code size bound 6>
A metric d
Output:
Code to compute A-B s.t. €1 and €6, are satisfied,
or no code otherwise
Algorithm:
10 Fa—1Ao,re Am—1,:}
2: Sg—1B.g,..., B, n-1}
3: while € is satisfied do

4 (ua,va),da — findClosestPair(F4,d)

5 (u, vB), dg — findClosestPair(#g, d)

6: if dg < dg then

7: remove(ua, va, Sa) 9 DPcodes
8: insert(uaUva, Sa)

9: else

10: remove(ug, v, /) 6 is no longer satisfied
11: insert(ug U vg, ¥B)

12: end if

13: for (A,',Bj)E.SﬁA x g do

14: DPSynthesis(Aj, Bj)

15: end for

16: end while

17: /* Revert the last merging step, and check the bound €5. */
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A novel tradeoff algorithm for the synthesis of matrix multiplication codes

Closest pair strategy

Input:
Two matrices A€ Fix™*P and B e FixP*"
An accuracy bound €7 (ex. the average error bound is <€)
A code size bound 6>
A metric d
Output:
Code to compute A-B s.t. €1 and €6, are satisfied,
or no code otherwise
Algorithm:
10 Fa—1Ao,re Am—1,:}
2: Sg—1B.g,..., B, n-1}
3: while € is satisfied do

4 (ua,va),da — findClosestPair(F4,d)

5 (u, vB), dg — findClosestPair(#g, d)

6: if dg < dg then

7: remove(ua, va, ¥4) 12 DPcodes

8: insert(uaUva, Sa)

9: else

10: remove(ug, v, 75) % is satisfied
11: insert(ug U vg, ¥B)

12: end if .

13: for (A;,B) € Sa x Fg do ~~ Revert the last merging step and
14: DPSynthesis(Aj, Bj) check if 6, is satisfied
15: end for

16: end while

17: /* Revert the last merging step, and check the bound €5. */
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Outline of the talk

3. Experimental results
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Experimental results

Benchmarks generation methodology

Edges D o - :
-

3.

i

bie

|

Center

Random

Rows o .F'—::#li_ =
N FF s
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Efficiency of the distance-based heuristic

m Example of 6 x 6 matrix multiplication

0.005
‘ ‘ A\)erage errér e} ‘ ‘ A\)erage err(‘nr o
Closest Pair Algorithm run result -- @-- 0.025 Closest Pair Algorithm run result -- @~ |
0.004 | 1 g
g 002 ,
5 o003 | Center benchmark 1 s Random benchmark
> o 0015 [ 1
B
9 o] o i B
; 0.002 |- % 1 ; 00t I E |
EEEE ¢
0.001 £ 1 0.005 i l )
; o
CHHREL ML Ei ,,,,,,,, } 4
0 L 0 L L L
1 5 10 15 20 25 30 36 1 5 10 15 20 25 30 36

Number of dot-products used Number of dot-products used
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Experimental results

Impact of the metric on the tradeoff strategy

Number of dot-product codes

Number of dot-product codes
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Outline of the talk

4. Concluding remarks and future work

A. Najahi (DALI UPVD/LIRMM, CNRS, UM2) Code Size and Accuracy-Aware Synthesis of Fixed-Point Programs for Matrix Multiplication



Conclusion remarks and future work

Work done so far

m We suggested a new algorithm to synthesize fixed-point codes that finds
accuracy/code size tradeoffs

m The algorithm is implemented in the FPLA (Fixed-Point Linear Algebra) tool
http://perso.univ-perp.fr/mohamedamine.najahi/fpla/

m We are able to synthesize code for matrices of size up to 80 in few minutes
Future work

m Measure the gain in resource usage when the target is an FPGA

m Use similar techniques for other linear algebra basic blocks
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